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ABSTRACT

Two models were proposed in an earlier report to replace the current
models for determining the initial range and depth of wholesale level
inventories of secondary items managed by the Navy's Ships Parts Control
Center (SPCC) and the Aviation Supply Office (ASO). The objectives of these
models were to minimize the aggregate mean supply response time (MSRT) or to
maximize the aggregate gross effectiveness (G-E) for the spare and repair
parts of a new weapon system. The constraint in each model was the budget
available to procure the parts. This report presents the evaluation of the
proposed models using data from seven actual systems previously provisioned
by SPCC and five actual systems previously provisioned by ASO. The Navy's
criterion for accepting a new model was that it had to provide at least a 5%
improvement over the existing models, the Variable Threshold (VT) model of
SPCC and the D52 model of ASQO, using aggregate mean supply response time and
aggregate gross effectiveness as the performance measures. The evaluations
showed that the MSRT model easily satisfied this criterion for ten of the
systems and gave the same resulta as the exiating models for the other two.
The G-E model did not perform as well but did perform better than the
current models for the same ten systems and gave the same results as the
existing models for the other two systems. As a consequence of these

evaluations, the Navy accepted the MSRT model in December of 1984,
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1. INTRODUCTION

1.1 BACKGROUND

In the spring of 1982, the Naval Supply Systems Command (NAVSUP) asked
the Naval Postgraduate School (NPS) to develop improvements to the existing
peacetime wholesale provisioning models for secondary items used by the
Ships Parts Control Center (SPCC) and the Aviation Supply Office (ASO).
This effort was motivated by NAVSUP's Resclicitation Project, the major
objective of which was to acquire new computer hardware. However, it also
provided an opportunity to take a hard look at existing models in use by

NAVSUP's Inventory Control Points (ICPs), SPCC and ASO, and to make

appropriate changes to them as the ICP software was being moved from the old
to the new computers. Wholesale model improvements for both initial

provisioning and replenishment of secondary items were top priority [1].

During 1982 and 1983, the question of appropriate wholesale

v —

provisioning models was investigated. As a consequence of this
investigation, three alternatives to the existing Navy models were developed
and the details were reported in Reference 2. The alternatives were
optimization models designed to minimize or maximize a measure of
effectiveness for a given provisioning budget. Their measures of

effectiveness were:

1. Essentiality-weighted units or requisitions short;
2., Essentliality-weighted time-weighted units or requisitions short;

3. Operational availability.

The phrase "units or requisitions short" means that there is no stock
available to fill demand at the time the requisitions are received. These
requisitions are assumed to be backordered until a replenishment buy is

received by the supply system.

Eecause of the assumptions required to justify it and the difficulty of

obtaining data to run it, the "Operational Availability" model was
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considered by NAVSUP personnel to be an infeasible alternative for the

foreseeable future.
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The objective function of the model associated with the "units short"
measure in Reference 2 was the ratio of expected demands filled to the total
expected demands over a specified time interval. This is a "positive"
measure of performance which is directly related to units short since
expected demands filled is the difference between total expected demands and
the expected number of units short over the specified time interval. The

model then seeks to maximize this objective function.

This model was initially called the "Supply Material Availability" or
"SMA" model in Reference 2 because of its close resemblance tc the SMA
formulas used by SPCC and ASO. -However, the model name was changed at the
request of NAVSUP personnel to Gross Effectiveness (G-E) since it actually
1s equivalent to that measure as it is defined by the ICPs. The important
difference between SMA and G-E is that SMA measures only the performance of
items carried in stock whereas G~E includes both stocked and non-stocked
items [3]. G-E is the more appropriate for initial provisioning since it

measures the impact of not stocking an item.

The objective function of the model as.ociated with the time-weighted
units short measure in Reference 2 was the mean supply response time (MSRT).
The goal was to minimize MSRT. MSRT is of special significance because of
its role in the definition of Operational Availability (AO) [(4]. Under the
assumption that the number of demands over time is a Poisson random
variable, the MSRT formula is the ratio of the expected time-weighted units
snort to the expected demand over the same specified interval of time. In
contrast to the current use of the mean supply response time by the Navy,
where times to move an item from one echelon to the next are the major
considerations [3), the time interval in the MSRT model concentrates on the
time between the material support date (MSD) and the arrival of the first
replenishment buy into the wholesale system. This period is at least as
long as the procurement lead time (PCLT). Time to move on-hand stocks to

customers is negligible when compared to the usual PCLT values.
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A simple numerical example was solved to provide an illustration of the

improved performance that could be expected from the G~E, MSRT, and A0

models when compared to the current model used by SPCC. The example assumed

a package of 25 consumable items. The budget and item parameters were

generated arbitrarily and each model was evaluated on how well its

allocation of the budget performed relative to the G-E, MSRT, and AO

measures of effectiveness. The optimization technique used for the G-E and

MSRT models was marginal analysis. As expected, the GAE model allocation

provided the highest value of G-E, the MSRT model allocation provided the

lowest MSRT value and the Ao model provided the highest operational
availability.

However, in spite of optimization arguments and the example results,

NAVSUP personnel stated that for the new model to be approved by the chain

of command, actual systems which had recently been provisioned should be

"reprovisioned" using the proposed models as a means of evaluating their

expected performance. At least a 5% improvement over the current NAVSUP

models was required for a new model to be approved. Therefore, the details

of these existing provisioning models would need to be understood and

52 programmed. These were the Variable Threshold (VT) model of SPCC and the
‘ D52 model of ASO. Finally, since the budget generation process must
continue to follow the COSDIF procedure of DODINST 4140.42 [5], at least one

of the current ICP implementations of that procedure would also have to be

_5, programmed. The SPCC implementation was selected because it was less

complicated than the ASO version and the required input data was easier to

obtain. The details of the existing models and the COSDIF procedure were

obtained from the personnel at SPCC, ASO and the Operations Analysis
division of the Fleet Material Support Office (FMSQO).

NAVSUP personnel also requested that an unconstrained version of the VT
model also be evaluated. For the VT model this meant (a) relaxing the
current upper bound on an item's depth, and (b) continuing to search for
items on the variable threshold list which had lower unit costs than the

residual budget.
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Both the existing and proposed models were programmed in Fortran on the
NPS IBM 3033 computer. Initial tests were conducted to determine if the NPS
computer programs of the existing models were correct. Several changes were
required as a consequence of discussions of results with FMSO before the

programs were considered to be satisfactory.

1.2 PURPOSE

This report presents the details of the evaluations of the existing and
proposed models using data from recent provisioning packages provided by
SPCC and ASO. Seven of the packages provided by SPCC and the five packages

provided by ASO were used in the evaluations of the proposed models.

1.3 PREVIEW Coe -

Chapter 2 reviews the detail of all of the models which were evaluated.
Chapter 3 describes the details of the data provided by SPCC and ASO.
Chapter 4 presents the performances of the models for each package.Chapter 5
discusses the results in Chapter 4. Chapter 6 presents a summary and
conclusions. The appendices contain copies of the FORTRAN programs used to

perform the reprovisionings and the SPCC and ASO input data formats.
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2. THE MODELS

2.1 INTRODUCTION

This chapter presents an overview of the models used in the analyses.
The models include the COSDIF, Variable Threshold (VT), unconstrained
Variable Threshold (VTU), Straignt Line, D52, Gross Effectiveness (3-%2), and

Mean Supply Response Time (MSRT). The overview for each model will include

xey assumptions, basic formulas, and a summary of the algorithmic steps.

2.2 COSDIF MODEL

As mentioned in Chapter 1, we will consider the SPCC version of the
COSDIF model which is described-inr detail in Application D Operation 55
titled "System Stock Requirements for SPCC Provisioning" [6]. This model
Wwas one of the models used in the evaluation because Reference 5 requires it
t0 be used if an alternative model has not been approved. Thus, it serves
as a baseline for considering improvements. It is also important because it

is the required model for generating the budget.

The first step in using this model is to determine the schedule of end
item installations over the first year after the Material Support Date (MSD)
and to use that to estimate the average number of end items to be supported
over the whole year. This quantity is called the initial time-weighted

average month's program {(TWAMP_ ). The expected first year's demand for each

R
3 A

spare and repair part 1s then computed from the product of this average and
the expected frequency of replacement associated with each part (called the

"best replacement factor" or BRF).

In addition to the initial installation schedule, the expected final
installed quantity of the end item is determined and is called the steady
state TWAMP [denoted by TWAMPSS). This quantity is used to compute the
expected annual demand for each spare and repair part once all planned
installations of the end item have been completed. This "steady state"
innual <demand {3 then used in the COSDIF formula to determine “he range of

parts to ne stocxed, The detailed formulas for computing the initial and
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steady slate annual demands are presented in Appendix A of References 2 and
6.

The second step is to use the COSDIF formula to determine if an item

Lol S e ]

will be used in computing the budget. The COSDIF formula can be found in
Appendix B of Reference 1 and Appendix A of Reference 6 and will not be

repeated here because of its length. Fundamentally, it attempts to compare

IO

the expected steady state costs of buying and maintaining an inventory of a

given part over two years with the expected costs of not stocking the part,

PR

incurring a shortage cost whenever a unit is demanded and having to make
spot buys to fill that demand. If it is more expensive to incur a shortage
than to hold inventory, the COSDIF value is negative and the part qualifies
for stockage as a "demand-based" item. Such an item can then be used in

determining the budget. -~ -

The third step is to compute the depth of a demand~based item. First,
the expected demand over the procurement lead time is computed as the
product of the initial quarterly demand rate based on TWAMPI and the
procurement lead time (PCLT) in quarters. An additional quarter's worth of

4; expected demand is then added to provide a "procurement cycle/safety level"
‘ worth of extra protection [5]. For a repairable item the expected demand
during procurement lead time plus one quarter is based on the attrition
demand difference between the total expected demand for the item and that
fraction of the demand satisfied by repaired units. These repaired units
are not available to satisfy demand until after a depot turn-around time
(DTAT) .

This depth, in considering only the initial year's end item
installation schedule, is less than if the installation schedule over PCLT
plus one quarter were used to compute TWAMP The authors of reference 5

decided that limiting TWAMP

I
1 to the first year's installation schedule would

hedge against the buying of large inventories of parts which were later

1T e '..". “al

found to have much lower BRF's than were initially predicted by the designer

and manufacturer.
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The final step is to compute the budget. Separate budgets are
determined for consumables and repairables. The budget consists of the
total procurement costs for buying the depths of those items which qualify
for stockage as demand-based plus the costs of buying one unit each of items
which did not qualify as demand-based but have been identified as insurance
items and numeric stockage objective (NSO) items. Insurance and NSO items
have extremely small probabilities of peing demanded but, if they are
demanded, a shortage would create a severe degradation in combat readiness.
In all of the models to be considered, the portion of the budget associated
with insurance items and NSO's will be assumed to have been allocated as
derived to those items and will be considered no further in this report.
The demand-based portion of the budget will be allocated according to the

specific model to be described below.

In conclusion, the COSDIF model provides both the "baseline” depths
which can be compared to those of the models to follow as well as the budget

constraints which must be satisfied by these models.

2.3 VARIABLE THRESHOLD MODEL

This model was developed by the Navy Fleet Material Support Office
(FMSO) to allocate the budget generated by the COSDIF model over a broader
range of items than the COSDIF model [6]. The model also uses specific
demand probability distributions in computing the depths rather than just

the expected demands over the time period for which protection is desired.

The first step of the model is to calculate the variable threshold

value for each item i using the following formula:

V(i) = [1 - exp(-D )]/Ci

PCLTi

~

where DPCLTi is the expected initial demand during PCLTi and %y is the unit

cost of the item. The items are then ranked from highest to lowest in V(i)

value. The budget allocation begins with the item at the top of the list.

10
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The depth of each item to be procured is based on the expected initial
demand during PCLT and the assumed probability distribution for demand. The
latter is determined based on the initial annual demand rate, DA' according

to the following rule:

Poisson if DAS1;
Demand distribution is negative binomial if 1 < DA < 203
normal if DA220.

For repairables, DA is the initial annual attrition rate plus the expected

demand during depot repair turn-around-time (DTAT).

The first step in determining the depth of item i is to compute its

risk value using the following formula:

PRERSETRT I
PP

IC,
i

ICi + XiEi

Rigsk(i) =

o

where ICi is the annual unit holding cost, xi is the unit shortage cost, and
E.l is a measure of the item's essentiality. This risk value corresponds to
the probability of one or more shortages (backorders) occurring before the
first replenishment buy is received into the wholesale system. That time

- e
TN

Lt ol

interval is assumed to be a PCLT in length. The depth, Ri' is then the
largest value of xi, the item's actual demand during PCLTi, for which the

probability of X not exceeding Ri is greater than or equal to 1-Risk(i).

. .

’
jrs

Notationally, we want Ri to be the largest integer value of xi such that

o

S 1 - onq .
P(xi < Ri) 21 Risk(i)

b,

The difference, 1-Risk(i), can be considered as the desired "level of o

protection”.

2

A

The value of Ri is then constrained to not exceed the expected initial

L)
el

demand during PCLT plus one quarter, R.l is also lower bounded by the

expected initial demand during procurement lead time. The rounding rules

v.cHE

are the next highest integer for the lower bound and a 0.5 rounding rule for

L)
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W the upper bound. At least one unit is stocked if there is sufficient budget
'3 available.

; After the desired depth, Ri’ had been determined, the cost to procure
:I that depth, CiRi’ is subtracted from the budget and the next item on the

d variable threshold list is considered. If an item is reached for which its

y unit cost, Ci' is larger than the remaining budget, the model allocates no
- depth to that or any other item below it on the list. If an item is reached
. for which Ci is less than the remaining budget but CiRi exceeds that

remainder, the item is stocked to a depth which can be bought and the rest

of the items on the list are not bought.

2.4 UNBOUNDED VARIABLE THRESHOLD MODEL

This model differs from the Variable Threshold in only two respects.
The first is that there is no upper bound on the depth. The second is that

the procedure described above for terminating allocation of the budget is

relaxed. When an item on the ranked list has been reached for which its Ci

value is larger than the remaining budget, that item is ignored and the
search continues on down the list. In addition, if any item has a Ci value

less than the remaining budget but CiR exceeds the remaining budget then

i
that item is stocked at the depth which can be bought. The budget remaining
after this action is less than Ci but still may be sufficient to buy other

items further down the list so the search continues.

2.5 STRAIGHT-LINE MODEL

The parameters needed for computing the COSDIF formula were not
available from ASO packages so the development of the budget constraint as
specified by Reference 5 was not possible. The budgets for the original
provisionings of the ASO test packages were also not directly available
except for the F/A~18 FLIR. They could be computed from the depths that
were provided with the data. However, some of these depths were known to
have been "adjusted" as a consequence of management decisions and thus
budgets based on these depths would not be consistent over all the packages.

fortunately, discussions with ASO personnel indicated that the budgets for




2 0 0 X

packages having 50 or fewer items were usually generated and implemented
using a technique known as the "Straight-Line" method. This technique does ol
not use the COSDIF formula to decide on the range of items. Instead, it

assumes that any item will be stocked providing its expected demand during 4

PCLT is at least one unit using a 0.5 rounding rule. It then follows the
rest of the COSDIF model in computing the item depths and the associated
budget. The depth i3 the expected demand over PCLT plus one quarter for .
each item. This depth is multiplied by the item's unit cost. The budget is

then the sum of these products.

af

Because this model provides consistency of the budget generating

process and is also the actual model used by ASO for provisioning small

A

packages, it will be used as the '"basexline" model for the analyses of all

of the ASO packages. -o- - .

2.6 D52 MODEL

The details of the D52 model as implemented by ASO are contained in z
Application D, Operation 52, "System Stock Requirements for ASO
Provisioning" [7]. The version programmed by the author was a combination
of "optimization" and "production" runs because the results of the original A
optimization runs were not available for any of the ASO packages. In
particular, the Lagrangian parameter in the risk formula was not known. As
a consequence, a bisection search technique such as ASO uses in an
optimization run was needed to determine the "optimal" value of that

parameter,
The risk formula is:

8C, -

1
RiSk(i) = — »
0C; *+ wuy

where My is the expected demand over PCLTi and O is the Lagrangian
parameter. ASO bounds this Risk between 0.05 and 0.5. Combining the risk

formula with these bounds results in lower and upper bounds on 0 which are:

13
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The search was therefore constrained to © values between these two values. ’ -

The algorithm associated with this search begins with © at its lower
bound. The Risk is then computed for each item and is contrained to be
between 0.05 and 0.5. The resulting risk value is used with the Poisson and
normal probability distributions (Poisson if expected demand during PCLT is
less than four units and normal if it is four or greater) to compute the

depth of each item. The costs associated with buying all items at their

;f respective depths are then computed and summed. If this sum is greater than
E: the budget the risk and depth for each item is recomputed using a value for
.i ® which is the average of the ubpé? and lower bound values (that is, it is

"half way between" the bounds). It is not necessary to try © at its upper
bound because that corresponds to a depth of My which is less than the
Straight-Line depth. Thus the budget constraint provided by the Straight-

Line method would easily be satisfied.

As long as the budget is still exceeded, the next value selected for @

will be half way between the upper bound and the latest value of 0. If the

&
I T

budget is not exceeded, the next value of O will be half way between the

lower bound and the latest value of 9. D52 continues searching for new R
values of @ and discarding those that result in the budget being exceeded
and "halving the distance" between the two most recent 0 values, one of
which results in the budget being exceeded and the other results in the
budget not being used up. The process is terminated when (a) the budget s
consumed is within one percent of the budget constraint because that is the -

stopping rule that ASO uses in a D52 optimization run, or (b) the change in

ki
O

@ is less than 0.00000t., The latter rule terminated the computations for
all packages except the F/A-18 FLIR.




2.7 GROSS EFFECTIVENESS MODEL

As was stated in Chapter 1, the goal of the Gross Effectiveness (G-E)
model is to maximize the overall gross effectiveness of the items in a
provisioning package for a given budget. The formula for gross

effectiveness was presented in Reference 1 and is restated here.

n n
! E] (x,= R, P, (x,)
i=1 xisRi+1
G-E = 1 - n )
L E, Z,(T)
121 i 711

where Ri is the number of units stocked of item i, xl is the demand for the

item during the interval of proteetion Ti’ pi(xi) is the probability that X,
will be demanded during the interval, Ei is the item’'s military
essentiality, and Zi(Ti) is the expected demand over the protection

interval. The probability distribution was assumed to be Poisson.

The protection interval was selected to be PCLT for ASO items since
ASO's initial reorder point value for {ts replenishment model is the
expected demand during PCLT. In constrast, the initial reorder point for
SPCC is zero and will rise slowly as actual demands are observed. A
protection interval value of PCLT plus one quarter was considered by NAVSUP

personrel as reasonable for SPCC.

The technique used to solve for the optimal depths is marginal
analysis. The procedure required that a ratio be formed for each {tem to
describe the marginal rate of change of the objective function per marginal
change the budget. The marginal change in the budget is merely Ci' the cost
of increasing the depth of item i by one unit. The marginal change in the
gross effectiveness requires that we determine a formula for the change in
that function as the depth is changed by one unit. That change is

equivalent to a change in the essentiality-weighted units short, or

Ei ? (X.1 - Ri) pi(xi)'
X =R +1
i1
5
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since the denominator of G~E is constant. The resulting change can be shown

to be
® Rl
- E:i T pi(xi) = Ei[I - I pi(xi] = Ei[1~Pi(Ri)]
xisRi+1 x=0

Thus, the ratio which is used in the marginal analysis technique is

51[1 - p(Ri)]

Cs

The marginal analysis begins with all Ri values set at 0. The first

step towards increasing the R, values is to set all Ri equal to 1 in the

ratios and to identify that item having the smallest ratio value. This will
be the first item to have its depth increased to one. The reason for
selecting the minimum value is that minimizing the expected units short is
equivalent to maximizing the gross effectiveness [2]. The next step is to
increase this item's Ri value to 2 in its ratio and to compare this ratio
value with the ratios of the items still having Ri = 1, That item now
having the smallest ratio will have its depth increased by one unit and its
new ratio will be computed based on Ri = {current depth + one unit). After
each depth increase, another unit of an item is assumed to have been bought
so the budget is decremented. In addition, after each increase in depth,
that item's gross effectiveness is computed and its value is compared to a
bound value of 0.9999. 1If the item's gross effectiveness has exceeded this
bound value, the depth is reduced by one unit and is fixed at that value.
It is important to emphasize that this bound is arbitrary but is needed to

prevent stocking too much depth of any given item.

When the remaining budget is reduced to the level such that one more
unit of the item having the '"smallest" ratio cannot be bought, that item is
dropped from any further ratio computations and its depth is fixed at its
current value. The ratio computations continue for the subset of items
having unit costs less than the remaining budget using the "nooks and

crannies" subroutine.
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Another constraint was imposed by the Navy. It was that the depth of
an item which was stocked based on marginal analysis should be stocked to at
least a depth equal to the expected demand during the protection period.

This is equivalent to a risk constraint of 0.5. If, after the marginal

RPAARE AOEMS %S |

analysis computations have been completed, only one item is stocked at a
depth less than this constraint, the solution {3 acceptable as satisfying
this constraint because that is the way the Variable Threshold model
terminates. If, however, there are two or more items having depths less
than this constraint, additional steps are required to insure the bound is
satisfied. These steps first identify those items whose depths are at these
lower bounds and fix them at these values. Then the budget is reduced by
the price of these depths. The depths of the remaining items are returned
to zero and the marginal analysis is rerun on these items. Several
repetitions of this process may be required before a "Navy feasible"

solution is obtained.

2,8 MEAN SUPPLY RESPONSE TIME MODEL

As was stated in Chapter 1, the goal of the MSRT model is to minimize
the overall mean supply response time of the items in a provisioning package
for a given budget. The formula for the mean supply response time was

presented in Reference 2 and is restated here.

L Eizi(Ti)MSRT(Ri)
MSRT = ’
n

ing
izt 2,2, (T))

e~

where the mean supply response time for item i is

) TWUS, (R, )
MSRT (R;) =k, + —_——Zi(Ti)

and TWUSi(Ri) is the expected time-weighted units short when Ri units are
stocked. The formula for the expected time-weighted units short when a

Poisson distribution is assumed is




Ti Ri(Ri + 1)
= = (R, rz. ¢ - 2R, —_—_—]
TWUSi(Ri) > 1H1\Rl + 10 i Ti) Rl + ZIKT T3
14 s B yo- )w;'
* pl Rx)"“i i qx -

Here Hi(Ri) is the probability -“hat tne Zdemand Xi during T. will be greater
than or equal to Ri' The value of « (3 the expectzd system response time
if a unit is in stock somewhere .~ *nes 3ystem, %3 vaiue is quite small

when compared to Ti NG "dAn T aerel ore e gnored,

If an item is not stocked, "7 M <7 va_uf wilil be nalf of tne
protection interval. This {3 a1 ‘:.n3= ,uence 5 “he assumptions of the model;
namely, that after several lemanis i ~=criler point will be 2omputed and a
replenishment buy will be initiate: "or a1 jaantity of more %hnan one unit.
All demands occurring during %“ne protection itnterva. must then wWwalt to be
satisfied by the replenishment buy. 12 f21lcws *hnat “n7 _xportt2i walting

time for al! of these demands w~ill be half of <he protection interval.

Again the optimization technique is marginal analysis. The numerator
of the ratio is now the difference between the essentially-weighted time-

weighted units short when Ri— and Ri are stocked; namely,

1
Ei{TWUSi(Ri—1) - TWUSi(Ri)}

C,
i

The goal of minimizing time~weighted units short corresponds to
minimizing MSRT. The algorithm for determining the optimal depths for this
model i3 therefore the same as for the G-E model. The value of an item's
MSRT, in days, is computed after its depth is incremented and compared to a
bound of 0.001 days. This arbitrary bound prevents stocking too much of any

item.

2.9 MARGINAL ANALYSIS BOUNDS

As described above, the optimization technique used for provisioning

the [CP test packages by the G-E and MSRT models was marginal analysis.

18
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Unfortunately, this technique may not always provide an optimal solution
because it allocates the budget in an incremental and hence myoptic way.
However, if the budget is determined using marginal analysis, then the

solution obtained from this technique will provide the optimal solution [8].

The other technique that would be appropriate and would guarantee an
optimal solution within the budget constraint is dynamic programming.
Unfortunately, that technique would require large amounts of computer

storage and computing time for packages in excess of twenty items [9].

Marginal analysis is a provider of fast solutions which are almost

always optimal and it requires very little storage space. 1In addition, the

S S

"goodness" of a solution provided by marginal analysis can be quantified by

determining a bound on the error between the solution and the true optimal
solution. For example, let X* be the vector of the true optimal stockage

levels for a provisioning package and let Xm and Xm be the two sequential

+]
marginal analysis solutions where Xm satisfies the budget constraint and
Xm+1 exceeds it. The error and its bounds can be stated as follows:

Error = f(Xm) - f(X*) g f(Xm) - f(Xm ) = Error Bound

+1
where f(X) is the objective function of interest to be minimized; MSRT or

the negative of G-E.

The marginal analysis algorithm used in computing solutions for the
test packages was a modification of the "classical" procedure. Once the
budget left became less than the max C_l then only those items were
congidered which had Ci less than or equal to the remaining budget. A bound
for this modification can also be obtained. If we let X, be the "optimal"
feasible solution resulting from this modification then it foliows that

f(Xm) 2 f(X,) 2 £(X*) and we can now state

Error = f(Xy) = £(X*) S F(X,0 - £IX Y = Error Zount
m+
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In the presentation of the results of the test packages in Chapter 4
the error bounds will be shown for each solution derived by marginal

analysis.

During the testing of the models with actual provisioning packages, :
FMSO personnel stated that the MSRT value for non-stocked items should be
the procurement lead time since each demand would be filled only by a spot
buy. This would be true if an item was never to become a stocked item. The
MSRT model did not include this assumption. However, this "constraint" was
inserted in the subroutine for computing the MSRT performance measure for
each of the models for the test package results presented to NAVSUP in the
spring of 1984, The constraint was dropped for the evaluations to be
presented in Chapter 4 because of the need to compute error bounds for
measuring the degree of optimality -of the marginal analysis technique.

Incorrect error bounds would result if the constraint had been left in,

2.10 MODEL PERFORMANCE MEASURES

After each model's stockage levels were computed for each test package,
their aggregate values of Gross Effectiveness and Mean Supply Response Time
were computed and used as the measures of performance. The G-E and MSRT
formulas given above were used to compute these aggregate values. 1In
addition, the remaining tudget was determined for those model results which

did not use up the budget to provide a third measure of performance,
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3. THE TEST PACKAGES

3.1 INTRODUCTION

The test provisioning packages provided to NPS for evaluation of the
proposed models included ten from SPCC and six from ASO., Of the ten from
SPCC, review of the data indicated that seven had sufficient information to
@ provide a good basis for comparison of current Navy models with the proposed
models. All of the ASO packages were used. Summaries of the packages are
presented in Tables 3.1 and 3.2. The last column contains the number of

items of each cog in each package.

TABLE 3.1: SPCC Test Packages.

PCN Nomenclature ggg Items
2WV0 TT-624B(V)/UG 1H 5
BEHA Antenna 7G 25
SEZO AN/SLQ~32(V) TH 82

7G 9
RDMA AN/UYK-21 1H 38
TH 85
T3HE AN/SLQ-1TAV2 1H 21
7GC 67
RDRA MK-75-0 FOQOSS 1H 6uy
TH 80
RDSA MK-92~2 FO0SS TH 428
7H 561
21
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TABLE 3.2. ASO Test Packages.

PCC Nomenclature ggg Items
PBV P3 AN/ASH-33 SYSTEM R 48
2R 28

PBT EP3E RADAR SET CONTROL 1R 2
2R 12

VAV AWG25 ATE COMMAND 1R 3
LAUNCH OMPUTER 2R 16

va2Jd A7TE ELECTRO OPTICAL 1R 4
TEST SET 2R 28

ABR F/A - 18 FLIR 1R 470
2R 112

As the tables show, each package has a three- or four-digit code
consisting of letters and numbers by which the system's data is identified
for computer processing. This code is called the "provisioning control
code" or PCC at ASO and the "provisioning control number" or PCN at SPCC.
Each package is also identified by its nomenclature or description in
English and numbers. The MK-75-0 and the MK-92~2 are shipboard gunfire
control systems. The letters "FOSS" stand for "follow-on system stock" and
indicate that this was a2 later additional provisioning of a system which was
the raesult of a substantial increase in the population of the system (100%
or more) beyond that originally provisioned. "FLIR" stands for "forward-

looking infrared radar". F/A-18 is a fighter aircraft.

In the case of electronic eguipment, the nomenclature sometimes follows
the shorthand format of the Joint Electronics Type Designation System
(JETDS). The JETDS coding system uses "AN/" to denote a "set" or end item.
The letters which follow indicate what type of set the end item is. For
axample, the AN/UYK-21 .s a general utility {J) data processing (Y) computer
(K). The number 2! i3 assigned by the developing Hardware Systems Command
(HSZ) to distinguish “nis item Trom otner end items which also carr~y the

code JYX fsuch a3 the ANSUYK-7). 0 If the item i3 a component of a set, then
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the code preceding the slash (/) indicates the nature of the component and
its HSC number and the letters after the slash are its parent system. Thus
the TT-624B(V)/UG is a tele-typewriter which is associated with a general
(U) type of teletype set (G). The AN/SLQ-17AV2 and AN/SLQ-32(V) are
shipboard electronic countermeasure equipments. The AN/ASH-33 is a flight

recorder for the P3 aircraft.

The term "cog" means cognizance group and represents a class of items.
The cogs listed in the tables include 1R (aviation consumables), 2R
(aviation depot level repairables), 1H (ship and shore base consumables), TH
(ship and shore base depot level repairables under the technical control of
the Naval Sea Systems Command (NAVSEA)), and 7G {(depot level electronic
repairables under the technical control of the Space and Naval Warefare
Command (SPAWAR)). The 1R and 2R-cog items are assigned to ASO for
inventory management and are under the technical control of the Naval Air
Systems Command (NAVAIR). The 1H, 7H, and 7GC cog items are assigned to
SpCC. The 1H cog items for the packages having 7G cog repairable items
are under the technical control of SPAWAR. The 1H cog items for the
packages having 7TH cog repairable items are under the technical control of
NAVSEA.

With the exception of the TT-624 package, the test packages contained
both consumable and repairable items and, as was mentioned in Chapter 2, a
separate budget constraint is developed for each of these classes of items.
The Antenna package had 30 1H cog integrated circuit cards, all with
identical data element values. The computed COSDIF value was $207.93 for
each item., Therefore, no budget was generated and these items were not

considered further.

3.2 SPCC DATA FORMATS

The data obtained frum the ICPs was on tape and was in the standard
format used for the provisioning computer runs at each ICP. However, the
formats were different because of the differences in the procedures used to
generate the budgets. The item data elements used by SPCC are listed in

Appendix B. These are the required input data elements for running 3PCC's

CREaRde A mie b o
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Application D Operation 55, "System Stock Requirements for SPCC

Provisioning™ [6]. Appendix B also lists the constant data elements. These

are subdivided into Program Constants, which are used in the COSDIF formula,

and Cog Constants, which are default values for certain item parameters as -
well as the shortage costs parameters needed by the COSDIF and variable

threshold risk formulas. Appendix C lists the values of the Cog Constants .

= for 1H, 7G, and TH. The Program Constants' values and the standard
: deviation formula for the items in the SPCC test packages are contained in

Appendix D.

3
3

.! The SPCC data record length was 400 columns and containec both the item
A input data elements as well as the output from the original provisioning
computations. The first record on the tape for a package provided the

3 details of the end item. Information stripped from that record for the

*. evaluation tests included the PCN, the nomenclature, and the estimated total

quantity to be installed (presumably the end item's TWAMP value). No

SS
TWAMP ., was given in this record for any of the end items from SPCC. The

rest éf the records described the repair parts making up the end item.
These records were also 400 columns in length. The columns stripped from
these records included those corresponding to data elements 1, 2, 4-17, 19,
20 and 25 of Appendix B. Records 16 and 17 are described in Appendix B as

being TWAMPSS and TWAMPI for each item. In reality, they were found to be

the product of the best replacement factor and the end item's TWAMPSS and
TWAMPI, respectively. In addition, there were columns containing the item's
nomenclature, quantity per application, the expected lead time demand, the
unit of issue and the Variable Threshold depth that SPCC has computed. 2
These Were also stripped. The Variable Threshold values were to provide a !!
comparison with these values to be computed by the Naval Postgraduate

3chool's emulations of the SPCC procedure. A data set was constructed from

the stripped data.

A Fortran program was then written to give a preview of the data in a

"user friendly" format. A sample of the printout provided by this prograr

is contained in Appendix F. Several aspects of the data were identified

from these printouts. For example, the TWAMP_ and TWAMPSS values for each

I
item were found to contain the units of application (the number of units of
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the item used in the end item). A check was also made to see if there were
inconsistencies in these data., In particular, the ratio between TWAMPI and
TWAMPSS was checked. That ratioc should not exceed 1.0 and should be
consistent between items which are in the same package. These ratios for

the SPCC items are presented in Table 3.3.

Clearly, the AN/SLQ-32 does not conform to the logical expectation for
the ratio; namely that TWAMPI should not exceed TWAMPSS. In addition, the
AN/UYK-21 lacked consistency. The reasons for such "unusual" behavior were
not obvious to SPCC personnel. Fortunately, the impact of these

discrepancies on the evaluations was minimal and could be ignored., In

addition, the end item "TWAMPSS" values from the first data record for
several packages appeared to be unrelated to any piece-part TWAMPSS and
therefore only the latter values Rwere used in any computations.
TABLE 3.3: The TWAMPI/TWAMPSS Ratios for SPCC Items.
PCN Nomenclature Cog Ratio
2WVO0 TT-624B(V)/UG 1H 1.0
BEHA Antenna 7G 1.0
S5EZ0O AN/SLQ-32(V) 1H 1.04
7G 1.04
RDMA AN/UYK=21 TH 0.01 to 0.48
TH 0.06 to 0.50
T3HE AN/SLQ-1TAV2 1H 1.0
7G 1.0
RDRA MK-75~0 FO0SS 1H 0.8
TH 0.8
RDSA MK-92~2 FO0SS 1H 0.75
TH 0.75

3.3 ASO DATA FORMATS
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The data elements used in running ASO's Application D, Operation 52
(p52) [73, are listed in Appendix E. The tape record length was 130
columns. The format is known as Q17HY1 (formerly JI14HX1) at ASO. The data
elements of interest which were stripped from this tape included elements 1,
2, 3, 5~11, 14=18, 20 and 21. OCutput data elements from the ASO production
runs of D52 were also provided on a second tape. The depths computed using
D52, the costs of these depths, and the average demand during PCLT were
stripped from this tape to provide a comparison with those values to be
computed by the NPS emulation of D52. ASO also provided the maintenance
cycle and rework cycle values which were used to generate the data for each

package. The relevant ASO data was aggregated into a data set.

The values of TWAMPI and TWAMPSS for ASO items were not available
because the approach at ASO i3 to-develop demands based on "program-related"
data. More specifically, the demand is based on anticipated maintenance

actions for an aircraft. Combining the TWAMP_ with the associated planned

flying hours during the initial twelve monthslafter Material Support Date
(MSD) gives an estimate of the total flying hours for all aircraft expected
to be flying during that time. This is then divided by the expected 100
hours of flying time between maintenances to determine the number of
expected maintenance actions during the initial twelve months. For
historical reasons this value is then multiplied by 1.5 to create the
expected number of maintenance actions over an assumed historical lead time

of 18 months. In addition, an estimate is made of the expected total number

of aircraft overhauls over this same 18 months.

Each end item is then subdivided into its repairable components and
each component is further subdivided down to the piece parts level. The N

demand for the latter can then be related to the maintenance actions and

overhauls.




During aircraft overhauls, concurrent rework of repairable components

may be done.

In addition, at the time of the 100 hours maintenance actions,

repairable components may be replaced because of failure and sent to a depot

for component rework (overhaul).

The ASO formula for computing the expected demand of a consumable item

over its PCLT is:

Total Expected Demand

where MC

RMC

RWK

TOTP

F/JPOP

CONCP

B022

B022A

PCLT

Maintenance Demand over PCLT

+ Overhaul Demand over PCLT

+ Concurrent Reworks over PCLT;

MC*PCLT*TOQTP *B022/6
+ RMCXPCLT*F/JPOP¥B022A/6
+ RWK*PCLT*CONCP *B022A /6

Total maintenance cycles over 18 months;

Total rework maintenance cycles over 18 months;

Total overhaul cycles over 18 months;

Total number of units of the item in the end item;

Total number of units of the item in those components which
may need rework at the end of a maintenance cycle;

Total number of units of the item in those components which
may need concurrent rework during end item overhaul;
Probability of the item being replaced in a maintenance
action;

Probability of the part being replaced in a component
overhaul;

Item procurement lead time in quarters.

The divisor of 6 is to convert the 18-month "cycle" values to a quarterly

rate.
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The formula for the demand for a repairable item is less complex. The

formula is fundamentally the attrition demand over the item's procurement .

- lead time.

Total Expected Demand = Maintenance Demand over PCLT

F. - Reworks over PCLT

= MC*PCLT*TOTP*B022/6
-~ RMC*PCLT*TOTP *B022B*F009 /6

where MC = Total maintenance cycles over 18 months;
RMC = Total rework maintenance cycles over 18 months;
: TOTP = Total number of units of a part in the end item;
; B022 = Probability of the -item being replaced in a maintenance
- action;
B022B = Probability of the carcass of the part being returned for
overhaul;
FO09 = Probability of the carcass being successfully repaired;

PCLT = Item procurement lead time in quarters.

In the few cases where an end item is not program related, minor
modifications to the above formulas are made. B022 is replaced by FOQO1
which 1s the probability that the item will be removed during a maintenance
action at the organizational level. B022A is replaced by F003 which is the
probability that the item will be replaced during overhaul. Obviously, the
MC, RMC, and RWK values must still be estimated using the TWAMPI and some
idea of how often an end item will need preventative and corrective
maintenance. 3ome information can be obtained from the design engineers.

Some notion of total operating hours over the initial year i3 also needed.

The maintenance and reworx ry:les 5> 42 330 packiges are presented in

Table 3.4, The V2J package was not program related.
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TABLE 3.4. Maintenance and Rework Cycles for ASO packages.

PCC Nomenclature gg 5&9 3E5
PBV P3 AN/ASH-33 SYSTEM 786 707 0
PBT EP3E RADAR SET CONTROL 90 79 0
VAV AW25 A TE COMMAND 477 408 0
LAUNCH COMPUTER
vad ATE ELECTRO OPTICAL 14 1" 0
TEST SET
ABR F/A-18 FLIR 385 317 52
29




4, MODEL PERFORMANCE WITH SPCC AND ASO DATA
4,1 INTRODUCTION

The performances of the current and proposed provisioning models for
the SPCC and ASO data packages are presented in Tables 4.1 through 4.13.
Each table is subdivided to show the performances for consumables and
repairables separately. This is done because their budgets are generated
separately by both SPCC and ASO. The budgets computed for each type of
spare part are shown at the top of each subdivision along with the cog and
the number of items of that cog in the provisioning package. These budgets

are only for the non-~insurance items.

The models are evaluated, as- described in Chapter 2, by computing their
aggregate gross effectiveness (GHE) and mean supply response time (MSRT)
values using only non-insurance items. The values of G-E are in units of
rercent and the values of MSRT are in units of days. In addition to showing
the values of these performance measures, the amount of money remaining in
the provisioning budget is also given to provide a measure of how well each

model used up the budget.

Finally, the tables provide an indication of how well the technique of
& marginal analysis performs in providing approximately optimal solutions for
. the G-E and MSRT models. The concept of bounds on the "goodness" of the
B marginal analysis solutions, as described in section 9 of Chapter 2, is used
in this evaluation. As will be seen, there are cases where the marginal
analysis technique does not provide very good solutions. Fortunately, the
true optimal solutions can be inferred from the performance of the models

Jased to generate the budget.

The individual item depths will not be shown because the numbder oI
items totaled 2768 when all packages were considered and that level of
detail i=s not needed for model comparisons., However, printouts of the
individual items, depths for each package were provided to SP”T and ASO

peraonnel for their use in making detailed comparisons between the models,
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Chapter 5 provides a discussion of these tables and the conclusions

which can be reached.

4.2 THE PERFORMANCE TABLES

Table 4.1: 2WV0O; TT-624B(V)/UG

Cog: 1H 5 Items Budget: $90.00
Performance Budget Error
Model MSRT(days) | G-E(%) Left($) Bound
MSRT 38.84 73.56 4,64 8.35 days

G-E 38.84 73-56 4,68 T7.32 %
VTU 62.26 66. 34 5.98 -
VT 44,00 65.26 18.66 -
COSDIF by u3 69. 31 0 -

Table 4.2: BEHA; ANTENNA

Cog: 1H 30 Items Budget: No Budget
Cog: 17G 25 Items Budget: $739,064
Performance Budget Error
Model MSRT(days) G-E(T) Left($) Bound
MSRT 39.56 76.22 277 4.55 days
G-E 41.99 76.26 1228 0.52 %
VTU 42.30 73.50 boua -
~ VT 42,43 73.46 7941 -
COSDIF 85.71 61.69 0 -
31
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Table 4.3: 5EZO; AN/SLQ=32(V)

Cog: 1H 82 Items Budget: $120,234
Performance Budget Error
Model MSRT (days) G-E(%) Left($) Bound
MSRT 0.85 98.80 0.20 0.05 days
G-E 0.90 98.91 2,07 0.01 %
VTU 2.14 98.32 665,44 -
VT 5.38 93.21 10578 -
COSDIF 6.71 92.93 0 -
Cog: 7G 9 Items Budget: $414,160
Performance Budget Error
Model MSRT(days) | G-E(%) Left($) Bound
MSRT 21.49 87.04 1490 2.31 days
G-E 22.09 88.10 1980 0.60 %
VTU 31.46 79.31 2020 -
VT 31.56 79.31 2020 -
COSDIF 53.89 75.95 0 -
32
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Table 4,4:

RDMA; AN/UYK-21

ORI RAZYUNRAEE ol Aadmae bl

Cog: 1H 38 Items Budget: $342,770
Performance Budget Error
Model MSRT(days) G-E(D) Left($) Bound
MSRT 6.10 95.80 25 0.33 days
L G-E 9.11 96.95 288 0.91 %
VTU 19.70 83.03 63559 -
- VT 22.90 80.53 64569 -
. COSDIF 27.56 83.13 0 -
Cog: TH 85 Items Budget: $3,325,554
Performance Budget Error
Model MSRT(days) G-E(%) Left($) Bound
MSRT 3.70 95.10 39 0.32 days
MSRT(2) 3.90 94,84 9 -
G-E 4,80 95.68 67 0.09%
G=EB(2) 4,81 95.57 7 -
VTU 5.43 94.89 1509
VT 8.u42 91.28 56450 -
COSDIF 9.46 91.75 0 A
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Table 4,5: T3HE; AN/SLQ-1T7AV2

Cog: 1H 21 Items Budget: $168,806

Performance Budget Error

Model MSRT (days) G-£(%) Left($) Bound

MSRT 1 15 89.68 32 0.16 days

MSRTB(4) 15.25 85.84 22 =

G-E 18.62 91.76 61 0.4C %
G-EB(2) 18.40 91.52 13 -
VTU 20.13 91.03 123 -
VT 15.85 88. 143 2212 -
COSDIF 21.35 87.18 0 -

cog: 7G 67 Items Budget: $3,019,552
Performanc Budget Error
Model MSRT(days, G-E(%) Left($) Bound
MSRT 7.4 94,99 65 0.31 days

MSRT(4) 7.8C 94 .45 386 =

G-E 11,68 95.92 156 0.19 %
VTU 11,18 91.68 19579 -
VT 15,12 88.94 10804 -
COSDIF 19.9% 87.33 0 -
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Table 4.6: RDRA; MK-75-F0SS

Cog: 1H 644 Items Budget: $950,294
Performance Budget Error
Model MSRT (days) G-E(%) Left($) Bound
MSRT 3.34 98. 40 0.08 0.04 days
MSRTB(11) y,22 97.87 0.01 -
G-E 4,07 98 .82 0.38 0.00%
G-EB(3) 3.97 98.70 0.28 -
VTU 7.01 98.30 181.58 -
VT 8.20 94,82 1768 -
COSDIF 8.36 94,80 0 -
Cog: TH 80 Items Budget: $1,206,224
Performance Budget Eréor
Model MSRT(days) G-E(®) Left($) Bound
MSRT 44,11 83.76 50 .30 days
MSRTB(5) 58.64 81.35 31 -
G~E 49,50 85,22 58 7 %
G-EB(5) 56. 32 81.72 15 -
VTU 56. 21 83.99 4335 -
VT 62.19 79.62 3005 -
COSDIF 80.54 5.77 0 -




Table 4.7: RDSA; MKn92~-2 FOSS

428 Items $2,544,739

Performance Budget Error
Model MSRT (days) G-5(%) Left($) Bound
MSRT 1.82 97.90 2 0.03 days
G-E 1.92 98.13 14 0.03%
VTU 5.85 96.09 16204 -
VT 18.97 87.45 68874 -
COSDIF 50.67 79.55 0 -
Cog: 7TH 561 Items Budget: $6,426,262
Performance Budget Error
Model MSRT(days) G=E(%) Left($) Bound
MSRT 17.55 90.88 32 0.05 days
MSRTB(5) 30.76 84,98 6 -
G-E 28.04 92.03 31 0.04 % "
G~EB(4) 27.89 86.88 57 - -
VTU 24,09 88.99 2073 - 9
VT 36.82 82.72 19792 - ]
COSDIF 59.10 76.99 0 - R




Table 4.8: PBV; P3 AN/ASH-33 System

k. Cog: 1R 48 Items Budget: $18,727

- Performance Budget Error

K- Model MSRT(days) G-E(%) Left ($) Bound

: MSRT 4.36 96.12 0.67 0.44 days
G~E 5.04 96.23 3.32 0.40%
D52 9.45 91.65 123 -
SAL 12.30 87.66 0 -

- Cog: 2R 28 Items Budget: $51,732

Performance Budget Error

Model MSRT(days) G=E(%) Left($) Bound
MSRT 54,93 70.30 182 0.87 days

- G~E 56.32 69.87 106 1.02%

N D52 142,12 30.05 37197 -

N S~L 121.08 26.914 0 =

-

}.-

-

-
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Table 4.9:

PBT; EP3E

Radar Set Control

Cog: 1R 2 Items Budget: $3,498
Performance Budget Error
Model MSRT(days) G~-E(%) Left($) Bound
MSRT 53.00 72.39 0 20.40 days
G-E 143,78 47.30 798 35.16%
D52 53.00 72.39 0 -
S~L 53.00 72.39 0 -
cog: 2R 12 Items Budget: $75,000
Performance Budget Error
Model MSRT(days) G-E(%) Left($) Bound
MSRT 96.33 70,42 243 64.11 days
G-E 96.35 70. 41 1743 16.29%
D52 180.77 39.84 63169 -
S-L 232.28 20.51 0 -

38




Table 4,10:

Cog: 1R

Cog: 2R

3 Items

16 Items

Budget:

VAV; AWG25 ATE Command Launch Computer

No Budget

Model

Budget
Left($)

Error
Bound

MSRT
G-E
D52
S-L

Performance
MSRT(days) G~E(%)
18.95 91.74
20.16 92.25
25.35 89, 82
49,58 72.03

2220
1902
24911
0

12.11 days
0.07%
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Table 4.11:

V2J; ATE Electro-Optical Test Set

Cog: 1R 4 Items Budget: $3,045
Performance Budget Error
Model MSRT(days) G~-E(%) Left($) Bound
MSRT 71.30 63.56 1155 59.26 days
G~E 71.32 63.52 1770 27.03%
, D52 87.24 50.92 2715 -
- S-L 61.34 61.36 0 -
cog: 2R 28 Items Budget: $13,392
Performance Budget Error
Model MSRT(days) G=E(%) Left($) Bound
MSRT 105.58 46,08 66 20.77 days
G-E 136.51 46,20 I 10.58%
D52 151.05 30.12 6591 -
S~L 89.09 53.57 0 -
Lo
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Table 4,12: ABR; F/A-18 FLIR

Cog: 1R 470 Items Budget: $1,445,610
Performance Bud get Error
Model MSRT(days) G-E(%) Left($) Bound
MSRT 1.27 98.50 0.65 0.04 days
MSRTB(2) 1.39 98.40 0.05 -
G-E 1.56 98.87 9.24 0.00 %
G=EB(2) 1.59 98.85 6.66 -
D52 4,96 96.88 8591 -
S~L 6.53 94,06 0 -
Cog: 2R 112 Items Budget: $26,563,416
Performance Budget Error
Model MSRT(days) G-E(%) Left($) Bound
MSRT 9.15 95.07 192 0.61 days
G-E 10. 44 95.38 1559 0.23%
D52 36.17 87.60 555433 -
S-L 46,02 81.52 0 -
n
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Table 4,13:

ABR; F/A~18 FLIR Using Contractor Data

Cog: 1R 470 Items Budget: $1,190, 302
Performance Budget Error
Model MSRT (days) G-E(%) Left($) Bound
MSRT 2.58 97. 46 0.53 0.01 days
MSRTB(3) 3.55 96.36 0.83 -
G-E 3.03 97.92 3.95 0.02%
G-EB(2) 3.3 97.60 1.85 -
D52 8.46 93.57 0 -
Cog: 2R 112 Items Budget: $24,051,201
Performance Budget Error
Model MSRT{days) G-£(%) Left($) Bound
MSRT 13.04 93.19 405.81 0.27 days
G-E 15.24 93.75 1652 0.44%
D52 38.85 85.87 0 -~
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5. EVALUATION OF MODEL PERFORMANCE
5.1 INTRODUCTION

The purpose of this chapter {s to evaluate the performance results
presented in Tables 4.1 through 4.13. The chapter begins by examining the
impact of the generated budgets including how well each model used up {ts
budget. The chapter then addresses how well the MSRT and G-E models perform
and how good the technique of marginal analysis is at providing optimal

solutions for these models.

5.2 BUDGET CONSTRAINT

As explained in Chapter 2,.the budget constraints for the SPCC and ASO
data packages were generated using the DODINST 4140.42 specifications [5]
(denoted by COSDIF in the tables) and the Straight-Line method (denoted by
S-L), respectively. The S-L method considers all items and the budget is
based on the expected demands over PCLT plus one quarter, Table 5.1 lists
the ASO packages, the total number of non-=insurance items in each package,
and the number of those that had an expected demand of one or more units

over PCLT plus one quarter using a 0.5 rounding rule.

Table 5.1: Number of Items Generating the Straight-Line Budget

TOTAL NUMBER USED PERCENT
pCC €0G NUMBER IN BUDGET OF TOTAL
PBV 1R 48 43 89.6
PBV 2R 24 3 12.5
PBT IR 2 2 100.0
PBT 2R 12 1 8.3
VAV 1R 3 0 0.0
vav 2R 16 7 43.8
vaJ 1R 3 2 66.7
v2J 2R 27 4 14.8
ABR 1R 451 281 62.3
ABR 2R 107 " 10.3

.

—

The COSDIF procedure selects item depths to generate the budget in the
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fame way as the S-L method. All items which are expected to have an average

annual steady-atate demand of 12 or more units are included. For the rest
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of the items, the COSDIF range criterion must be applied first. Items

passing this test tend to have anticipated steady state demand greater than
2 to 3 per year depending on the cog [10]. Table 5.2 presents information
comparable to Table 5.1 for the SPCC packages. Ther2 were no insurance

items in the SPCC packages.

Table 5.2: Number of Items Generating the COSDIF Budget.

TOTAL NUMBER USED PERCENT
PCN COG NUMBER IN BUDGET OF TOTAL
BEHA TH 30 0 0.0
BEHA 7G 25 4 16.0
2WVO IH 5 2 40.0
SEZ0 1H 82 T4 90.2
SEZ0 7G 9 2 22.2
RDMA 1H 38 17 4y, 7
RDMA TH 85. _ 78 91.8
T3HE 1H 21 1" 52.4
T3HE 7G 67 6U 95.5
RDRA 1H 64 532 82.6
RDRA TH 80 62 77.5
RDSA 1H 428 103 24.0
RDSA TH 561 427 76.1

When Tables 5.1 and 5.2 are compared with Tables 4,1 through 4.12, some
correlation can be observed between the percent of items used to generate
the budget and the performarce of all of the models for large packages (more
than 40 items). For those having a large percentage of items (80% or more)
generating the budget, the MSRT values were 12 days or less and the G-E
values exceeded 85%. These packages include S5EZ0O/1H, RDMA/TH, RDRA/1H, and
PBV/1R. T3HE/7G had G-=E values exceeding 85% but the MSRT value for the
COSDIF model was almost 20 days. The RDRA/TH and RDSA/7TH packages had G-E
values above 75% but MSRT values increased substantially; the lowest values
for MSRT were 44.1 and 17.6 days, respectively. Finally, although ABR/IR
had only 62% of its items generating the budget, it had very high G-E values ?f
(94 to 99%) and very low MSRT values (1.27 to 6.93 days). For the remainder
of the large packages, the percent of items generating the budget was less
than 50%. Both RDSA/1H and ABR/2R had G-=E values of 80% or more and MSRT

valaes less than 51 days.
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The medium size packages (15 to 39 items) all had less than 53% of the
items generating the budget. The SPCC packages showed consistent reduction
in performance as the percent of items decreased; T3HE/1H was best (52.4%),
RDMA/1H was next (44.7), and BEHA/7G was worst (16%). For the ASO items, a
similar result was observed; VAV/2R was best (43.8%) and PBV/2R and V2J/2R
were comparable at 12,.5% (3 items out of 24) and 14.8% (4 items out of 27),
respectively.

The small packages (2 to 14 items) were inconsistent. Of the two small
SPCC packages, S5EZ0/7G showed better performances than 2WVO/1H. In both
cases, only two items were used to generate the budget. Apparently SEZ0/7G,
having nine items to consider, allowed more freedom to improve performance
than did 2WV0/1H with only five items. The two small ASO packages did show
consistency. PBT/1R with only two_items, both used to generate the budget,
showed better performances (excrept for the G-E model) than did V2J/1R having

two of its four items generating the budget.

The repairable budgets were liarger than the consumable budgets for all
packages, This is because the procurement prices for repairable items are,
on the average, much larger than those for consumable items. The difference
is emphasized by the ABR and RDRA packages. Table 5.1 shows that the number
of items used to generate the ABR/IR budget was 28! while only eleven items
were used to generate the ABR/2R budget. The budgets were $1.U45 million and
$26.56 million, respectively (see Table 4.12). Table 5.2 shows that the
number of items used to generate the RDRA/1H budget was 532 while only 62
items generated the RDRA/TH budget. Table 4.6 gives the respective budgets
as $0.95 million and $1.21 million.

The budgets generated by the COSDIF procedure for SPCC's packages did
not appear to impose severe constraints on any model. All G-E values were
at least 60% and MSRT values were less than 65 days except in two cases
where the COSDIF model gave 81 and 86 days. In addition, the G-& values
tended to inecreise and the MSRT values tended to decrease with increasing
package size. This suggests that the severity of the budget constraint
decreased as the package size increased. This may be because the percentage

of items used to generate the budget tended to increase with package size.
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Finally, the expected demand during the first year also affects the

- w_w_w
.

performance. 5EZO/1H and RDRA/1H had higher expected demands, based on a

per item average, than did the other SPCC packages.

The ASO budget generated by the straight-line method is strictly .
dependent on mean demand during PCLT plus one quarter and this demand is
dependent on the number of maintenance cycles expected over the first 18 ﬂ
months after the material support data. The cost of an item is not fa

considered. As Table 3.4 shows, the PBT and V2J packages had much lower

numbers of maintenance cycles than the other ASO packages. As a
consequence, very few PBT and V2J items were used to develop the budget
(see Table 5.1). The computer printouts for the S-L budget showed those
items as having deptus of only one unit., The effectiveness values of these
packages tended to be lower than the respective cog groups of the other

3 three packages. Their MSRT values also tended to be larger.

N
jl One final check was made to see how close the depths from the DS2 ‘
output tapes matched the S-L depths. It was discovered that the cost of =
what was reported as actually bought tended to exceed the S-L budget for
. small packages and to be less than the S-L budget for large packages. Table
A 5.4 shows the comparison between the S~L budget and the budget needed to buy
the depths listed on the D52 output tapes. )
Table 5.4: The S-L Budget and the Actual Budget. 1:
TOTAL S-L ACTUAL )
PCC/COG NUMBER BUDGET BUDGET *
PBV/1R 48 $ 18,727 $ 14,063 '
PBV /2R 24 51,732 134,647
PBT/1R 2 3,498 3,498
. PBT /2R 12 75,000 97,654
. VAV/1R 3 0 15,951
VAV /2R 16 466,452 373,725 i
. V2J/1R 3 3,045 0 :
c V2J /2R 27 13,392 65,276
N ABR/1R 451 1,445,610 1,190, 302 !
- ABR/2R 107 26,563,416 24,051,201 -

b6
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These results suggest that when the S-L method is used for asamall packages,
it is only used as a "first cut" at the depths and management judgment then

takes over and buys more.

5.3 BUDGET REMAINING

Since the COSDIF and S-L models were used to generate the budgets,

their remaining budgets were obviously zero.

Tables 4.1 through 4.7 show large budgets left over for the Variable
Threshold (VT) model. This is a consequence of the stopping rule used at
SPCC. After ranking the items in descending order based on their variable
threshold values (see Chapter 2), each item is then bought to a depth of the
mean demand over procurement lead time plus the minimum of one additional
quarter's expected demand or the safety stock (computed from the Risk
formula). When an item is reached which has a unit cost which is more than
the remaining budget or it cannot be bought to the depth described above,
the depth bought is either zero or as many units as the budget will allow.
Then no further items on the list are considered. The unbounded version of
the Variable Threshold Model (VTU) allows items further down the list to be
considered. As a consequence, the budget remaining for the VTU model i=s
Jsually less than for the VT model. The VTU model also does not have an
upper bound depth constraint of mean demand during procurement lead time

plus one quarter.

The lower bound on the depth in the VT and VTU models was mean demand
during procurement lead time using a 0.9999 rounding rule. This applies to
all items considered except the last item bought; it can have a depth as

low as one minimum replaceable unit.

Originally, the Variable Threshold model had a depth constraint for
consumables of the expected demand over two years. That constraint was
removed by SPCC after the author presented preliminary performance results
for the models showing very large values for the remaining budget of those

packages having lead times longer than two years,
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Table 4.1 shows that the MSRT value of VTU is larger than the MSRT
value of VT. Tables 4.5 and 4.6 show the remaining VTU budget to be greater
than that of VT for the repairables (75 and 7H). In all three cases this is
a consequence of relaxing the depth upper bound constraint mentioned above.
The variable threshold rankings are, for the most part, inversely
proportional to the item unit cost. Therefore, the less expensive items
appear at the top of the ranking list and are bought first with VTU
typically buying more depth for these items. The VTU model then has less

money to spend on the expensive items near the bottom of the list.

The D52 model also shows a large budget remaining in Tables 4.8 through
4,12, The only exception is the PBT/1R package which consisted of only two
items. The reason for the large residual is that when the bi-section searon
for the "optimal"™ value of the Lagrange multiplier terminates the items
remaining under consideration are very expensive high demand items. Those
items which are inexpensive high demand items are at their upper bound
values corresponding to a D52 risk value of 0.05. The high cost low demand
items are at their lower bounds corresponding to the D52 risk value of 0.5.
It is important to note that these values may be zero because ASO uses the
Poisson distribution for items having a mean demand during PCLT of less than
4.0 and the normal distribution otherwise. A depth of zero for a mean
demand during PCLT of 0.67 or less corresponds to a risk value of 0.5 or

lessa,

As can be seen from Tables 4.8 through 4.12, the D52 model dces not
always give better results than the S-L model. However, there is no reason
to expect that it would necessarily be a better performer, especially for
the performance measures of MSRT and gross effectiveness. The objective
fanction which D52 seeka to optimize is a combination of the expected units

short and the budget.
In practice, ASO uses D52 for large packages and the S-L model for
amall packages. The only large package was ABR. 1Its D52 depths as obtained

oy the contractor (determined using ASO'=s DS4 and D52 programs) were also

used to compute a different budget For both 1R and 2R cogs and to provide a3
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comparison between the D52 emulation done by the author and that of ASO.

Table 4.13 presents the results for this budget.

5.4 CONSTRAINED MSRT AND G-E MODELS

The MSRT and G-E models were run in both an unconstrained and a
constrained mode. In the constrained mode, the same lower bounding rules as
a8ed by SPCC and ASO were applied. These bounds were the mean demand during
procurement lead time, with a 0.9999 rounding rule for SPCC and a 0.5
rounding rule for ASO. Since these pounds may not be automatically attained
by the unconstrained solutions (the results of the "first" iteration), all
items having depths greater than zero and less than or equal to the
appropriate lower bound were fixed at these lower bound values. The
remaining items were then set back_to zero and the optimization procedure
was repeated for only these items. After each iteration, more items were
fixed at their lower bounds. Finally, the iteration process was terminated
when only one item was left which violated its lower bound (this is the same
termination step used by the VT and VTY models). If these lower bounds were
not automatically satisfied by the firat iteration, the bounded models
results are added as a separate line in the table and denoted by MSRTB(.)
and G-EB(*+) with the number of iterations needed to achieve the bounds shown
in the parentheses. The largest number was eleven iterations for the MSRT
model for RDRA/1H. This package also c¢ontained the largest number of

items.

For those tables showing extra iterations being required to attain this
lower bound, the constrained performance was always less than the
Jnconsatrained performance, For example, for RDSA/7H, the unconstrained
MSRT model achieved an MSRT value of 17.55 days while the constrained MSRT
model achieved an MSRT value of 30.76 days. In that same table, the
unconstrained G-E model attained a G-E value of 92.03% while the constrained
version (which required three jiterations) attained a G-E value of 86.88.

The extent of the reduction in performance tended to be related to the
number of extra iterations required. However, the number of extra
iterations required d4id not appear to be a function of the =size of the

package.
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5.5 NEW MODELS VERSUS CURRENT MODELS

The performances of the MSRT and G-E models were better for all of the
packages than the Variable Threshold model currently in use at SPCC. The
MSRT and G-E models performed better for all but one package than the D52
currently used at ASO whether the budget was generated by the S-L method or
D52. The exception was the G-E performance for PBT/1R in Table 4.9. The G-
E model gave a significantly inferior performance while the others gave the
same performance as the S-L model. The reason for G-E's poor showing was
because the marginal analysis technique did not give a good solution. In
this case, the S-L method bought each of the two items to a depth of one
unit. No other solution is better in th.s severely constrained case. Thus,
in fact, the optimal G-E solution is identical to the solutions obtained by

the other three models.

The MSRT and G-E models performed better than the S-L model for all ASO
packages except PBT/1R (mentioned above) and the entire V2J package (see
Table 4.11). The poor results for the V2J package provide another example
of the marginal analysis technique giving poor solutions for the MSRT and
G-E models. As Table 5.1 shows, only two items generated the 1R budget
(their depths were one unit each) and only four items generated the 2R
budget (their depths were also one unit each). As with the PBT/1R budget,
the optimal solutions for thé V2J/1R and 2R packages are those obtained by
the S-L method. This would have been the solution obtained by the MSRT and
G~E models if they had been solved using an optimization technique such as
dynamic programming. Unfortunately, applying dynamic programming to the 2R
package would have created a problem in both computer storage space required

and running time because there were 27 non-insurance items in the package.

As was mentioned in Chapter 1, the criterion selected by NAVSUP for
accepting new models was that at least a five percent improvement over the
existing models (VT for SPCC and D52 or S-L for ASO) for the test packages.
The unconsatrained MSRT model gave MGRT values which were better than a five
percent impr~vement for all packages except ABR/1R (Table 4.12) where it
showed only a 2.7% improvement and PBT/IR (Table 4.9) and V2J where it

showed no improvement, The ~anstrained MSRT model also satisfied the 59%




criterion except for those packages just mentioned. The G-E model satisfied )
e the criterion for all packages except for BEHA, RDMA/TH, T3HE/1H, RDRA/1H, ‘A

PBT/1R, V2J, and ABR/1R packages. As was noted above, the poor results for 3
. PBT/1R and V2J were a consequence of the marginal analysis technique. The 2
constrained G-E also met the criterion except for the same packages as the

unconstrained model.

5.6 MARGINAL ANALYSIS ERROR BOUNDS
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The marginal analysis technique does not guarantee an optimal solution
unless the budget constraint corresponds to exactly the value needed by a

marginal analysis solution [8]. The error bound described in Chapter 2
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provides a measure of how well the marginal analysis technique performs for
an arbitrary budget. Tables 4.1 tnrough 4.13 show these error bounds for
the unconstrained MSRT and G-E models. Such bounds cannot be obtained for
the constrained versions because the marginal analysis technique i3 only

part of the solution process.

The error bounds are very small for the large packages (40 or more
items). As a consequence, the marginal analysis solutions are either
optimal or very close to it. The error bounds are also small for those
medium sized packages (15 to 39 items) having at least 40% of the items
being used to generate the budget. As was discussed above, the marginal
analysis technique performs very poorly for severe budget constraints.
Thus, as the number of items used to generate the budget decreazes in the
medium size packages, the error bounds tend to increase. In addition, as
the size of the package decreases, the percentage of items generating the

budget needs to increase to keep the bounds small.

For the small packages (2 to 14 items), the budgets are typically
rather severely constraining. However, the marginal analysis solution may
come very close to using up the budget. This is the case for 2WVO/1H and
PBT/1R packages. In particular, the PBT/1R package gives the optimal N
solution for the MSRT model. As a consequence, Wwe need to also l1ook at the :

additional budget needed to attain the next marginal solution. If it is

T P AU ~
PV ST P Y g IR SRR JRRT 1P T TP W 4




large, then we can conclude that the current solution is very good. If it

DO,

is small, then we have a poor solution from the marginal analysis procedure,

3 Consider first 2WVO/1H. The error bound is 8.35 days for the MSRT

N solution. The budget is $90.00. The infeasible solution used in computing

. the bound needed a budget of $92.68. Thus, for $2.68 additional budget, the
MSRT model would have provided a redu-tion of 8.35 days in its computed MSRT

- value. However, if only $90.00 was available, it would be impossible to

- improve upon the MSRT solution obtained. Table 5.3 shows the data and

solutions for this package.

Table 5.3: 2WVO/1H Model Solutions and Item Parameters

ITEM EXPECTED DEMAND UNIT COSDIF VT VTU G-E MSRT ERROR BOUND
NO. OVER PCLT + 1 COST DEPTH DEPTH DEPTH DEPTH DEPTH DEPTH (MSRT)

1 0.150 $0.04 0 1 3 3 4 2
2 0.292 1.30 0 1 3 b ! 2
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